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Title of the 
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Machine learning and Statistical Techniques for the Robust Fault Diagnosis and 

Prognostics of Mecatronic, Robotic and Industrial systems. 

State of the Art: Failure diagnosis in industrial, robotics, automotive and biomedical systems plays a relevant 
role in many engineering fields, especially in applications where the occurrence of a failure 
may have a significant impact on the safety of human beings. These safety and reliability 
aspects are very important for instance in biomedical and aerospace systems. In many 

applications it is therefore essential to detect and suddenly isolate the faulty components of 
a system and to take the appropriate corrective actions before the fault propagation 

produces unrecoverable consequences. It is important not only the real time diagnosis of 
failures but also to predict, in advance, the possible future occurrence of failures 
(Prognostics).      
 
There are many approaches in the literature for the design of fault diagnosis systems [1-6]. 
In most cases, the diagnostic systems are based on a mathematical model that reproduces, 

in real time, the response of the real system in nominal conditions. This model makes it 
possible to detect the occurrence of a potential failure by monitoring the difference (named 
"residual") between the actual response of the system and the response the model. In case 
the residual exceeded a defined alarm threshold a fault is declared. In more details before 
the decision blocks ("detector"), the residual signals are filtered and processed in order to 
minimize the occurrence of false alarms and to maximize the sensitivity to faults. In this 
regard, there is a rich literature dealing with residual filtering techniques in the presence of 

uncertainties, noise and autocorrelation in the diagnostic signals [1-6]. 
 

There are essentially two approaches to fault diagnostics known as "active approaches" and 
"passive approaches". Active methods, developed mainly before the 2000s, design  residual 
generators that, by construction, are robust to model uncertainties and measurement noise 
and are sensitive to a limited set of specific faults. In this case, most of the design effort is 
focused on the development of robust and decoupling filters, while the fault detection logic 

is often a simple threshold detector operating on the mean value of the diagnostic signals 
[1-6]. 
 
Passive approaches [7-14] have been developed mainly after 2000. These methodologies 
quantify the modeling uncertainties at design stage and propagate their effects to the 
decision block. Typically, these approaches are based on parametric interval models or "set-

membership approaches". In these approaches the estimation is not a single value rather a 
range of values that contains the true value with a desired confidence. These methods 
produce a range of admissible values for residual signals whose extreme can be interpreted 
as time varying thresholds useful for fault detection and isolation.  
 
Recently also data driven statistical process control technique have been widely applied in 
practice [15]. 

  
The performance of a generic fault diagnosis system depends on the accuracy and reliability 
of the mathematical models. The more a model reproduce accurately the response of the 
real system, the more it will be possible to detect the occurrence of small amplitude faults. 
Most of the fault diagnosis techniques for complex systems proposed in the literature have 
been evaluated on simulation and benchmark models. Such studies, although important 
from a theoretical point of view, often provide unsatisfactory performance when applied to 

real data. The reasons for this loss of performance depends on multiple factors such as 
system unmodelled dynamics, uncertainty in the dynamics of actuators and sensors,  
physical and computational delays, measurement and process noise, correlation in the 
diagnostic signals, etc.  
The proposed research activity originates from the these practical problems and proposes 
the study of robust fault diagnosis techniques and their validation using experimental data 



 

taken from real mecatronic and industrial systems. 

Short 
description and 
objectives 
of the research 
activity: 

The proposed research project can be summarized as follows: 

• Development of data-driven scheme for the design of interval models for the derivation of 
robust Analytical Redundancy Relations (AARs). These techniques are robust in the sense 
that propagate the modeling uncertainty to the output estimation. 
• Development of interval models-based Robust Observers and Robust Extended Kalman 
Filters. 
• Development of data-driven models for the identification of linear and non-linear interval 

models: AR, ARX, FIR, OE and NARX models, Adaptive Neural Network Models.  
• Application of Machine learning techniques.  
•  Application of Statistical process control techniques [15]. 
• Development of fault detection and isolation schemes specifically designed for the 
developed models. 
• Test of the proposed algorithms on real flight data of civil airplanes, UAVs and terrestrial 
Robots.  

• Use of the recent probabilistic techniques [16] applied to interval models in order to 
rigorously quantify the probability of false alarms and failure isolation. 
 

The research activity (publications) of the member of the Automation research group in the 
field of Fault Diagnostics can be found in: 
https://scholar.google.it/citations?user=0GsU6UAAAAAJ&hl=en&oi=ao 
 

Co-tutoring  
The proposed project is interdisciplinary and it is relevant from an industrial and information 
engineering point of view. Therefore it could be developed in co-tutoring with other 
researcher of the Department of Engineering that are interested in fault diagnosis. 
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